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SNS Application Programming Plan* 

C.M. Chu, J. Galambos, J. Weit, O m ,  Oak Ridge, 'I", USA 
C. Allen, P. McGehee, LANL, Los Alamos, NM, USA 

N. Malitsky, BNL, Upton, Ny, USA 

Abstract and m l a t i d p s  are described at [I] . The basic acd-  

in8 M object oriented accelerator h i m h y  pmgramming 

guage becaw it pmvidcs object-arimted scope and cx- 
isting interfaces to the controls software (e.g. Java Chan- 
nel Access) and database information (JDBC, XML,). The 
SNS physics application software environment includes the 
SNS global database, a Java-based software infnwmm 
(XAL,), and existing lattice tools such as Traa-3D and 
MAD.The cote part of this environment is the XALinfias- 
tructure. which includes links to the SNS database, EPICS 
Channel Access signals, shared extensible markup lan- 
guage (XML) Files among applications and external model- 
ing tools, as weU as built-in acceleratar physics algorithms. 
Data synchmnization at the EPICS b e l  for the SNS puked 
nature is also in progress, and will be included in the XAL 
infrastructure later. 

framwork. Wochoose~avaasthe~prolyamrma: g b -  

2 SNS GLOBAL DATABASE 
The SNS global database contains static information about 
beam line devices (magnets, diagnostics, etc.), power sup 
plies, magnet measurement, global coordinates, as well as 
other accelerator equipment. The table schemas, entities 

*Work supported by WE contract DGACOJ-000R22725 
t also at BNL 

caa be found on-line[3]. A schematic dia- 
the XAiL inkutmcture r e l a t i d p  to other 

AcceIeratorcompone~@ is shown in fig. 2. The XAL pro- 
vides application programs with CONtections to the static 
data via XML files and the run-time data via Java Channel 
ACCW. 

The XAL class hiemhy is ahown in Fig. 2. At the top 
of the XAL class hiemhy is the SNS accelerator. The 
accelerator is composed of diffaent Accelerator sequences 
(e.g. Medium Energy Beam Tnmspolt, Drift Tube Linac, 
Ring, etc). The sequences are compo$ed of nodes (e.& 
Qaudrupolos, BPMs, ckmectm, etc.). There is a builtin 
capability to include algo&bm in XAL, but initially we 
are using an external model fRace-3D) for the linac ap 
plications. Regarding scripting possibilities, we are testing 
the use of XAL class objects dbctly with Jython, without 
need for any interface code. 

3.1 EPICS Channel Access 
All the run-time information for the applications will be ob- 
tained through EPICS Channel Access. The XAL provides 
the connectivity to the EPICS Channel Access via the ca 
classes as shown in Fig. 2. Because the SNS is a pulsed 
machine, for many applications the data correlation among 



Figwe 1: Application softwan: infrastructwe. 

pulses is vital. The ca classes prwidle bolb s y n c b m h d  
and non-sync- methods far data tmking. The data 
synchronization will be described Sn detail in Soc 4. 

3.2 Links to hkteml Modeling Tools 

commle these nonrams aa &aid libmi-; rbo XAL tbea 

alsobeacceasod 

non-Java threads. 

4 DATA SYNCHRoNlzGTTON 
Data synchronization is an hjmtant feanule for a pulsed 
accelerator (1 msec beam pu4sea at 60 He). The SNS 
Red Time Data Link will transmit atimestam ptoaIlIocs 
across the acceleratar at 60I-k ensuring a good synchro- 
nization of the timeartamps beiag applied to PVs. How- 
ever, it may be ditlicplt for high level applications to re- 
liably gather sets of data from across the accelerator, all 
from the m e  pulse. Ib facilitate this3 a data-sib data time 
correlator is beiig written. The data-silo method is shown 
schematically in Fig. 3. The comiator reurns the most re- 
cent set of time condated sets of PV data for the requested 
PV set. 

The behavior of the DataSilo class is configurable by 
three parameters: the maximum time to wait since start of 
request, maximum width of the time bin, and the maxi- 
mum number of channels allowed to be missing from the 
synchronized data set, The cornlator is implemented as 
the C++ DataSilo class which allows the application's prw 
grammer to: 

add and remove EPICS proass variables f b m  the 
Datasiloset; 

dynamically define the maximum wait time, max- 
imum bin number, and maximum missing bins al- 
lowad; 

obtain the most reccnt synchronized set (no waiting); 
wait op to the maximurnwaitsecondgto obtain a syn- 
chroaizedr#t@m) 

choose the earliest, latest, or mean time stamp 
Syncbmavwd * s e t .  

5 CONCLUSION 
l'be SNSglObrldatabmiS close totbe end of design phase 

fmmctureisbeen coRstMctcd aadtestedwitb amodeling 
tool, Trace-3D. The Channel Access part of the XAL will 
be tested with faked IOC signals. Scripting mls such as 
Matlab and python will be used in the MEBT commission- 
ing this coming spring. 

and has been tested with SNS -"data Tbe XllL in- 
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Figure 3: Data-silo for data synchronization. 


